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- Special Flavor for

Docker GPU instances

Centos 7 linux Bare Metal

Project based support and software
installation




Planet Formation

3D Rendering for 3D Animated Movies

of the Surface of Mars

Image Based Classification of Variable

Stars

Digital Pathology with Al

Stress related sleep disorders

The development of digital twin model
in Ansys for the new bridge of

Komdrom

Ansys Benchmarking and
Optimalization with multi GPU

Konkoly Observatory,
Zsolt Regdly

Konkoly Observatory,
Vilmos Steinmann

Konkoly Observatoy,
Tamds Szklenar

E6tvos Lérdnd University,
Péter Pollner

Institute of Experimental
Medicine,

Laszlé Acsady

Budapest University of
Technology and Economics,
Attila Jod

eCon Engineering Ltd.
(Official dis,
Jdnos Szegletes

Fargo, Fargo3D, C and
C++ programs with multi
GPU

Blender with multi GPU

Tensorflow, Keras, Jupyter

TensorFlow, Keras, Jupyter

DeeplLabCut for animal
(mice) motion detection,
Tensorflow, Python 3

Ansys Mechanical (FEA)

Ansys Mechanical, Ansys
Fluent, Ansys CFX, Ansys
Electronics

Docker, Headless VNC,
No Machine, VirtualGL
TurboVNC for remote
accelerated graphics

Centos 7 Linux on Bare
Metal

Centos 7 Linux on Bare
Metal

Centos 7 Linux on Bare
Metal

Centos 7 Linux on Bare
Metal

Centos 7 Linux on Bare
Metal

Centos 7 Linux on Bare
Metal



3D Rendering for 3D
Animated Movies of
the Surface of Mars

These type of projects with custom C/C++ programs can use any number of
GPUs and can use any amount of allocated time interval very effectively also.
There is almost no idle time.

The GPU’s role in these calculations is much more pronounced than the calculation
on the CPU. Double-Precision performance is important.

Based on the data center’s experience, the project uses docker technology in all
of its own GPU’s servers in the Konkoly Observatory

The Blender rendering program used the multiple GPU cards very effectively.
High single precision performance is enough. NVIDIA cards are the standard, but
recently AMD cards also good performers.

The CPU’s were also used heavily

The high Data IO was assisted by local SSD array




Many research groups are starting to use ML for data discoveries. To

start their own development , a “small” GPU’s “part” is enough: virtual
GPU technology. NVIDIA is more matured in it than AMD.

A preinstalled environment is very helpful for these users: Tensorflow,
Keras, PyTorch

JupyterHub with GPU’s on Kubernetes for many users

OpenShift to cover all the development phases but too complex

It is important to have courses on how to use the GPU and ML’technics

ELKH’s course for the novice Cloud’ users is scheduled on 2020.10.22.
from 13:00-16:45 PM.




The projects of expert users are also in development phases so no
need to immediately allocate huge resources

With the help of orchestration “burst” infrastructure can be used. It
is possible to schedule the calculation depending on the project
phase and on the current resources

Emphasis should be placed on planning the project and architecting
the planned infrastructure



The development of
digital twin model in
Ansys for the new bridge
of Komdrom

The support was the installation of the program and solving the data
transfer. Previously the researcher installed this program on windows
desktop without GPU.

Process videos about mice on a regular basis

Operation based on the digital model. Determine the time of
maintenance from the collected data of the field sensors.
Needs huge capacity or dedicated infrastructure

Ansys Mechanical installation on Centos 7 linux

Running and developing the basic building block models
Study how to scale up with the help of GPU and clustering the
calculations




Finding and running benchmark programs with a field specialist

engineer

Graphical Engineering Desktop on the CLOUD
GPU and CPU balance

NVIDIA Virtual Compute Server software
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